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Obviation in Modern Irish

Ken Hale
MIT
(Sept. 1978)

In an extremely lmportant recent work, }aﬁés MeCloskey {(1978)
presents a detalled account‘of the syntax and semantics of relative
clauses, questions, and cleft constructions in Modern Irish (hence-
forth simply 'Irisht). This work not on;y develops a thorough'and
very credlble analysis of these structurss, but it alse:providas
a respectable body of dats from'a language of great theorstical
interest, McCloskey's analysis speaks for itself, so I will not
attempt to describe it here. Instead,; I would liks to present an
alternative view of the same data, not by way of criticism but in
order to sketch out an account of certain Irish facts which may
ultimately turn out to be a special cass of a widely reported
lingulstic phenomenon -- i.e., ‘obviation'! (cf., Hale 1969 and the
reference there to Grimes 1967, Vosgelin and Voegelin 1975, Jeanns
1978) or 'switech reference' (Jacobsen 1967), I will concentrate on /
the relative clause, and I will be concerned primarily with the
éyntax of relativization rather than with the semantics, Most

examples will be taken from McCloskey and will be aécompanied by

a page reference.

There are twb forms of the relative clause in Irish. In th2
so=-called direct relative, the relativizatien site (or 'relative
Argument‘, as it will be termed henceforth}) is representsd by a
gap, as in the following (McCloskey, P 7):

(1) oo an scribhneoir égmholann na mic~1éinn __

(oeo the writer COMP pralse the students )

',0.0 the writer whom the students pralss’
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~In the indirect relative, by cantrast; the relative argument is
represented by a pronoun, agreeing in person, number and gender
with the head noun phrass. Thus, the followlng (from McCloskey @A?
Pe 7)1 : <&Ai S
(2) <os an scribhneoir a molann na mic-18inn 4. “%

(eoo the writer COMP praise the students him)

'oso the writer whom the students praise (him)?

I will assume, following McCloskey, that the Irish relative

clause is a left-headed structure of the form depicted below:
NP A
COMP S
//\
W~

And, I will also assume with McCloskey that the elements intro-

ducing the dependent sentence in a relative clause (eege, the

leniting particle a in (1) above and the nasalizing particle

a in (2)) are complementizers, not relative pronouns. McCloskey
proposeg"thatAthe direct relative, i.eQ, the one with the gap in

the relative argument position, comes about by means of a deletign
rule, I will depart from his analysis at this point and propese,
rather, that the direct relative has, iﬁrelative argument pesition, the
NP[éj structure -- 1,e., NP dominating ths identity element --

uarising in the base by virtue of the optionality of phrase structure

rules (cf. Chomsky and Lasnik 1977). For the sake of typographical

g ity

convenience, I will represent thls element as PRO (or, in phrase

structure trees, as NP dominating PRO).
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With MeCloskey, I will assume that the input to the tran-
slatlon rules of the semantics consist }in part at least, of

indexed trees, and further that the well formedness of a relative

clause depends, agaln in part, upon the head NP being coindexed

i

ﬁiﬁ&wgwgggngggw£§hether PRO or an overt pgggggalwin the S which b;mwﬁ\
(,Qh

it commands. With regard to indexing, I will assume, unlike \5

ndCloskey, that NP nodes are simply supplied with indices in the
bage «= there is no specific process with coindexes NP nodes though,
of course, two or more NPs in a given structure may happen to have
the same index. And I will follow Bresnan and Grimshaw (1978) ip
assuming that COMPs are also indexed. Putting all this together,

the indexed phrase marker for the relative clauses (1, 2) above

1s roughly as follows:

/ -

NP, )

Det COMPi t
‘ aL mkolan & PRO
‘an scrf%hneoir na mic-leinn y
aN molann . e

[ ) ! ]

The ampperecase letters following the complementizers -- aL, aN «=
are McCloskey'a notation for the distinct mutation effects induced
by the two otherwise homoPhonous forms: L for 'leniting',

N for 'nasalizing' (see any grammar of Modern Irish for a dis-

cussion of the mutations, traditionally called taspiration' and

teclipsis: (séﬁ@hiﬁ and urﬁ)).
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Notlce that the COMP in (4) 1s coindexed with the head NP.

e

Although 1t is logically possible for the COMP to bear a different
index from the head, I will claim here that, to be well-formsd,

e ——

8e a relative clangs at least,<jhe 'headed,utructure' ‘must have M)

<£;e head NP coindexed wlth the 15;z€?ately Tollowing CO%EWM~- later

COMPs, if any occur, may or may not be coindexed with the head, but

the first (left-most) must be,
l))( U&Q"

Now the choice of the direct or indirect relative is not free
in Irish. There are cases in which only the indirect relative may
be used, and there are cases in which only the direct relative may

be used. The structure depicted in (4) above represents the rather

interest in this paper 1is in cases where the direct relative must
be used, but I will deal first with those in which the indirect
relative is the only possibility.

Essentially the facts are these. The indirect relative must

be used where (a) the relatlve argument is the possessgor in a

possessive conetruction, (b) the relative argument is the object

of a preposition, or (c) the relative argument 18 in an 'island!

(Ross 1967). These three cases are illustrated by (5, 8) {from
MeCloskey p. 8) and (7) (frem McCloskey, p. 61) below:

;.c an feagtiﬁlbhfuil a;mhéthair sa bhaile

(eee the man; COMP is his; mother at home)

'+... the man whose mother is at home!
ese &N feaqifﬁkdtabharann t an t-airgead dgi

(sse the man; COMP, give you the money to-him)

'.ee the man to whom you give the money!
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, (7) eco &N pfobaireLaNLmbfonn fhios agat 1- gconaf

V%& caide aL bhuaifidh se

w

MX/ (oo the piper, COME is its-knowledge at-you always
, what COMP will-play he;)

'oeso the piper that you always know what he is
going to play!

s The direct relative 1s Impossible here:

PRV AN
5®ﬁ\§yﬁw7 (5') *... an fear; aL; té PRO; mithalr sa bhaile
QE ;gﬁyﬁJ (6') *,.,. an fear, al, thabharann td an te-airgead do PRO;
x\)’yﬂ)’f/\‘ e ‘ (7v) #,,. an pfobaire alL, bhfomfhios agat 1-gcdnaf
@“’\qf N caidé aL bhuailfidn PRO;
g;xfﬁgﬁk McCloskey accounts for this by (1) placing a condition on

his rule of Relative Deletion to the éffecgwﬁgggmggw;gmggggggg

if the target pronoun is not a subgect or object in its own

[ s s srsmiagimnassoss
R%gé“ clause, thereby prevent}ng deletion in (5, 8), and (11) by proposing
» ‘:;,“\’9 " e e T —— -
™ that Relative Deletion is subject to the Island Constraints, thereby
o indies |
\\ blockling deletion in (7). Later on in the work, he proposes that

(1) above be handled by filters rather than rule-specific conditions,

while continuing to maintain that the deletion is subject to the

more general Island Constraints.

I must handle these facts differently, since I do’no;\hgyowgww

transformational rule of any sort in my grammar of relative structures.

I will assume that the proper constraining mechanism is the

Subjacenoy Con@Ltion { Chomsaky, 1677}, although its constraining

effect is somewhat indirect in the grammar which I will propose,

In appealing to subjecency, I will assume that the relevant nodes
in Irish arefé?fNP, and| PPo Subjacency enters the picture in the

A
definition of a transitive relation which I will term syntactic

binding (or simply binding, but of unknown relationship to the
logical notion of'variable binding, if any):
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(8) Syntectic Binding

If A and B are coindexed, and if B is subjacent
to A, then A binds B, and B is bound to A,

Syntactlc binding i1s transitive -- thus, if A binds B and B binds
C, then A binds C (and by similar reasoning C is bound to A).
Now I propose that the pronominal elements of Irish are

partitioned into two subsets -~ anaphoric pronouns and nonanaphoric

(or deictic) pronouns, Ovepﬁmprqggpns”;n Irish are{ﬁonanaphoric, Q%mﬁ
while PRO is anaphoric, And I assume that there igngééﬁéféiWGBﬁrww

dition on the occurrence of anaphoriec pronouns (probably universal,

’fhough certainly not in the form given here): o0 M\Mwiwwﬂﬁ““fé%
A (9) GCondition on Anaphoric Pronouns Wkw””AQ,
W hoo wot ¥
A An anaphoric pronoun must be syntactically
§§ﬂ&§ 5/ | bound -bo—e—ireoad-NR,
2 i
) ' It follows from this that 'long distance! direct relativization, as
% ) e
;ﬁ j’\ in (10) below (from McCloskey, p. 61) must be via successively

,,,,,,,

subjacent COMPs, That is to say, the condition expressed in (9)

obtains the same result as the indexing procedure of Bresnan and

6 ATV
E\f “Ek\erimshaw (1977, pe 76) and, in fact, my proposal is probably a
- A g . (

i
%ﬁ

o,

variant of thelrs, properly speaking.i The following exemplifies
long-distance direct relativlization (indexing supplied) e
(10) ceo on t-ﬁrscéali<%§h mheas %fﬁééi atirt sé
§§£§ thulg sé PRO; o

(sso the novely COMP; thought I COMP; said he
COMP; understood he PROj)

'..0 the novel that I thought he said he understood‘
As can be seen from the following phiase marker, the PRO 1s proper-
ly bound to the head NP in accordaﬁce with the definition of syntactic

binding expressed in (8), under the assumption, of course, that 1t

is a transitive relation:
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/N

/\ COMP4

i
Det N v NP NP COMPy T NP NP4

| |, | L

_an t-uUrscdal alL mheas mé aL dafirt s6 aL thulg s& PRO

S
/\ |
NPy COMP4 /
|

The PRO element i1s .iuked to the head through a chain of successively
sub jacent COMPs, |

So far as I can see, the Condition on Anaphoric Pronouns in
(9), together with the other.assumptions we have made, will account
for the facts discussed so far., In particular, it will account for
the 1ll-formedness of (5'-~7!'). In each cass, the PRO is not pro-
perly bound, since 1t is not subjacent to an element which is co=-
indexed with it:

(5') *NP

PP :
NP N
i 1 \ Aﬁ:::ﬁu

an fear alL t4 PRO méthair sa bhalle




ool wo
(61) *yp

/v\/{

/\_ P NP;
‘i

an fear aL thabharann tﬁ. an teairgead do PRO

NPi cowpi

(71) *yp

COMPJ. V COMP NPi NP

J
an pf@baire aL bhfbnn fhios agat imgconaf'caide aL bhuallfidﬂ PLO JHD
With some hesitation, I point out another facﬁ which can be

related rather simply to the scheme developed here -- namely, the
morphology of the complementiéer. McCloskey points out that there

is a partisl correlation between’the morphology of the complementizer
g;?ﬁ ' and the use of direct or indirect relativization. In the nonpast

tenses, affirmative, the leniting complementizer (aL) is used in

a8 A1 A5
s s

direct relatives, and the nasalizing complementizer (aN) ié

sed in

indirect relativesu (For the details of the past tense and the

negative, sse McCloskey's discussione) This distribution o¢f comple-
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mentizer alloﬁarphe 1s amply illustrated in the examples already
cited in thi; papers McCloskey observes, however, that the cor-
relation is not complete for some speakers since; for them; in a
long-distance indirect relative the leniting complementizer alL is
used down to, but not including, the right-most COMP commanding
the relative argument. Thus, for example, the following (from

McCloskey, p,ZS):__

(12)' sse &N dgrasi aLi delr siad aLi mheasann sibh
aNy bhfuil an eochair ann,

e
L% r /»@} , (oeo the door; COMP, say they COMP, think you-pl
}/‘ xg}‘jg};f v\ | ke N\J){T;ﬂ\)"i“cOB]IPi iz the ke'y in-iti) )
D AP NN ‘
gﬁd,ﬁﬁ’ \,j gﬁf ¥ «" 1,,, the door that they say you (pl.) think the
S R e ey is ~
\! " b :

(The surface failure of phonetic lenition in deir is due to an
irregularity; that the complementizer is alL and not aN is clear,
however, since the nasalizing complementizer would mutate the
initial, giving ndeir [W?er? , In general, the mutating effects
tlenition' and 'nasalization! must be understood abstractly. It is
virtually always possible, however, to distinguish the two forms in
terms of some morphophonological effect or other., The form ann in
sentence (12) is an amalgam of the preposition i 'in' and the third
person singular pronoun (masculine); these amalgamated forms are
known traditionally as 'prepositional pronouns's The form dd in
sentence (6) above 1s also a prepositional pPronoun. ) _”

In the framework developed here, the distribution of these
relative complementizers can be characterized in the.following terma:

(13) Morphology of the Relative Complementizers

<« _..(8) the 'direct' form (e.g., aL) 1s used when
. the COMP is bound to a hedd and binds an
anaphoric pronoun or COMP;

the !'indirect' form (e.g., aN) is used when
(the COMP_1s bound to a head)but does notd
bind @n anaphoric pronoun or COMPe

e ‘ )
2‘k£> . Thils covers the simplest possible case, represented by (1) and @EZ)
b MD ! i

éM
T above, as well as the complex situation involved in (12)., It is

ey

well to be hesitant, however, Iin view of McCloskey'!s cautlonary
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remarks (e.g., in Chapter 7, et passim) to the effect that speakers!
judgments are insecure regarding relatives of the form represented
by (12), va({l‘vv&gﬁ %Aese ave feaSamb\y qbwdmr% in written Irish and in
grammars,

In addition to the direct and indirect relative complementizers,

there is a third form, used to introduce seﬁtentiai complements llke
that in (14) below: g{\‘
| (14) Mheas mé‘é@%ﬁ]thuig mé an t-ursceals
(thought I COMP understood I the novel)
'I thought that I understood the novele.!

(With nonpast affirmative subordinate verbs, the form of this com=-
plementizer 1s goN, but with past verbs, it is gurL.)

I will assume that this 1is the form which a complementizer takes
when it 1s neither bound nor binding. it follows, then, that this
form’will not appear as the first complementizer in a relative
clause (at least, not in‘the dialect primarily represented in
McCloékeyﬁs,work)o It may appeér in a relative clause, however,
but only in an indirect relative clause in which the relative
argument, necesgsarlly nonanaphoric, is in a sentential complement.
Thus, consider the following pg@ﬁ,oflrelat;ve clauses (from
MeCloskey, p. 207): |

A{15) eeo an~t-ﬁrscééli alLy mheas mé aLi thuig mé PROi

-

ST

) %ﬁ& , (eee the noveli COMPi thought I COMPi understood I PROi)
mﬁﬁfigx{f ’(16) eos @GN t-ﬁrscéali arL, mheas me gu£E3 thuié”ﬁ?”é;
ﬁiﬁ \§m &@ ﬁﬁ (ooo the noval1 COMPi thought I COMPj understood I it
ﬁf % kx“§; J 'eoo the novel that I thought I understood!’

(The indirect relative complementizer appears as arl with a past
affirmative subordinate verb.)
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The forms of the complementizers here are perfaectly consistent with
the assumptions I have made. The existence of alternatlive forms
like (15, 16) is in fact predicted, given only those assumptions,
ag is the third alternétive represented by the more problematic (12).
The pattern observed in (16) is evidently thoroughly accebtable -
McCloskey terms the dialects which use this pattern the 'sensible!?
dialects, as oppoged to the 'perverse! dlalects which exhibit the

The pevrvevse dialect can be excluded by de letimg tor cOMP’ €row (13a-b) above
pattern of (12).1 All dialects, of course, accept the straightforward

direct relative pattern represented by (10) and (15),

We are prepared now to consider the problem of major interest

\ in this paper., The data we have examined so far wowld-imply-that
o PR

Sy if the relative argument is syntactically bound, the direct and
)

S s s

\(
W
7\

¥ WQ@" indirect relative are equally possible. This 1s not the case,

¥
XK g
JQ' however, As McCloskey points out (pe. 6-7), while the cholce 1s free

Al .
' where a bound relative argument is a direct object, as in (1-2) and

(15-6), it 1s not free where a bound relative argument is a subjecte

ible; only the direct

In that case, the indirect relative 1s imposs

-
. e pp—
s A I

relative méy be used (cf. McCloskey, pPp. 6-=7):

(17) eeo0 &n feari aLi dhfol PROy an domhan

{oee the many COMPi sold PROi the world)

t..s the man who sold the world!
" (18) *oee 8N fear1 arLi dhfbllséi an domhan

(ese the man, COMP1 sold hei the world)

McCloskey accounts for thls within his deletion analysis first by

means of a condition to the effect that Relative Deletlion 1s obliga-

E\ for subjects f
;g/torannd, later, by means of a filter outlawing overt subject pro-

“nouns coindexed to a head NP

I think that McCloskey 1s correct in his assumption that a
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flltering mechanism.af gome sort 1is involved here. The question I
would like to ralse, however, 1s whether the mechanism is technicélly
a filter -- in, say, the sense of Perlmutter (1971) or Chomsky and
Lasnik (1977) -~ or rather some more general principle having the
desired filtering effect. It 1s the latter possibility which I
would like to explore. |

Clearly, the problem has to do with the grammatical relation
subject. Among the conditions relating specifically to subjects
is the Nominative Island Condition (NIC) of Chomsky (1978, €ogZes

pe 17): e —

% (12) A nominative anaphor in S cannot be free in §
; containing So .

: [————
A R

Reference to the subject relation here is via the @bstrac@ nominang

s s
e ————

tive case, assumed to be assigned to the subject in a tensed clause.
The NIC gilves certain correct results in Irish. It identifies as

ungrammatical simﬁle sentences 1like (20), in which a PRO appears

\/\

in subject position -- -

’ ) Cﬁi ,
(20) *phfol PRO; en domhan. M
(sold PRO; the world) \ N

_— and, assuming that the term.'free' can be understood to mean
'not syntactically bound'!' Iin the sense of (8), it rules out a
relative clause llke (71) ih which the sﬁbjacency condition
makes impossible the binding of an anapheric subject. Under the
interpretation of 'free' just suggested, 1t is probable that the
" NIC as stated in (19) is a subcase of the Condition on Anaphoric
Pronouns, (9) above.

As stated, of course, the NIC says nothing about the problem

in which we are interested. The NIC is concerned with the situation

in which a subject pronoun cannot be free, while our problem, illus-

PR
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trated the ungrammatical relative clause (18) above, concerns the
situation in which a subject pronéun must be free -~ that is, it
must be 'anti«bound’, 80 to speak. Suppose we reformulate the NIC
a8 an a;phaurule defined, in part; on the features [énaphorié] and
[bbuné], interpreting the latter feature strictly in terms of

the dgfinition of syntactic binding given in {8) above:

S :

\¢§ dﬁ‘f;Qﬁky (21) A nominative Ekanaphon{] pronoun{is [abound//e
N

?&ﬁThié will achieve the correct result. Given that all NPs are in-
dexed, and given the definition of binding in (8), an overt

Qgﬁ. pronoun {(l.e., [}anaphorio ) in subject position subjacent to a

QS& COMP bound toobheag NP will, by virtue of (21), be anti-bound to

the head -- that ls, it will bear an index distinct from that:
gresumabl
assigned to the head and, thersfore, w 11Anot be treated as the relative

argument by the semantlic translation rules responsible for the

interpretation of relative clauses, This accounts for the ill-
formedness of (18); correctly, however, 1t does not rule out
(7), even though the relative argument there is a nonanaphoric
subjecta2 The relative clause (18) 1is ill-formed because (21)
precludes associating the subject with the head, and there is no
other NP in the clause (1.4, 5) which can be assoéiated with it
§<<‘/-- recall that the well-formedness of a relative clause requires

~yﬁﬁ that the head be coindexed ‘with a pronoun somewhere in the § which

. \ ST

o 8
}( ﬁf it commands. On the other hand, (7) 1s well-formed because the
}b gﬁﬁ nonanaphoric subject coindexed with the head is not bound (in the

> QJQ sense of (8)) and, therefore, conforms to (21),

b I would like to suggest now that the NIC as reformulated'

in (21) 1s, in fact, an instance of obviation. In the usage which

1s relevant here, obviation refers to stipulated coreference or
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non-coreference between specified arguments in a syntactlc structure.
The non-coreference relation is referrsd to by the term 'obviative!
(originating in Algonquian linguilstics), and the coreference re-
lation is termed 'proximate'! (also an Algonquianist term, but more
recently coined). According to Grimes (1967), Charles Hockett is
responsgsible for the application of this terminology to stipulated
coreference and non-coreference, also calladv'switch reference! in

o B
e,

an important paper on the toplc by Tacobsen g%ggzz};

The extent to which obviation ;;;;;;éé as a regdily observable
principle of grammar is quite variable from language to language,
The reflexive is an extremely wldespread manifestation of it --
BeLoy 'Johni expects (himselfi) to wini, representing the proximate
case (cfes Helke 1971 for a freatment of the reflexive as bound
anaphora), beside 'Johni expects himJ to win', representing the
.obviative case, But in some languages, obviation is a pervasive
principle of grammar. The Uto-Aztecan language Hopi 1s an excellent
examﬁle (Voegelin and Voegelin 1975, Jeanne 1978). In Hopl, each
phrasal category (S, NP, VP, PP, o.e) can be marked for obviation
to indicate that its 'principal argument! (subject, possessor,
object, eoo) elther is or is not coreferential with the subject of
the immediately superordinate clause. 1In her recent grammar of
Hopl, Jeanne (1978) expresses this as an alpha~rule, defined on the
X-bar system of Hopio. It 1s the head (i.e., X) which is marked for
obviation in Hopi. Jeanne uses the feature [pro%% to dgsignate the

. <

opposition. The Hopi rule is stated as follows ggeanne, Po 331):

iné tructure
(22) The prinéipal argument of an [xprox] X' s
) is[}ﬁoreﬂ] with the subject of the immediately

superordinate 8",
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The value [}pv@@] corresponds to the obviative (Qr non=coreferencs)
case; while [}proi] corresponds to the proximate.-(or ooreference)
éase; The 'principal argument' in X! {s the left-most NP in X',
and the 'subject' of S" Is the principal argument of S! contained
by 8", Thus, if the head (V) of a verb phrase (V") is marked
reflexive, the V' structure 1s [#pro%}, and in conformity with
(22) its principal argument (the object NP) is stipulated as
coreferential with the subject of the sentence. But if V is nen-
réflexive, the V! structure 1s [}pro%], and its object 1is stipulated
as not coreferential with the subjecte. Similarly, if the auxiliary
of an embedded clause is marked proximate, the subject of the

embedded clause 1s coreferential with the subject of the matrix

clause ; but if the auxiliary is marked obviative, then the two sub-

- Jects are non-coreferential. And so on.
I suspect that the EQcoreEI relation of the Hopl rule (22) is

indistinguishable from the [Qbouné] relation of the reformulated
NIC (21), That is, I suspect that stipulated coreference and
non-coreference are the same as the relations ‘bound and Gnti-bound’
holding between a noun phrase B and another noun phrase A, B subjacent
to A (and 'binding' is the relation defined in (8)). And I suspect
further that the commanding NP in 'headed' structures (which many
languages use as relative clause expressions, content questions,

topic-comment structures) functions as the constant term in obvia-

tion -- i.e., as the NP to which another NP (the variable term) is

related, as bound or not boung by means of the obviation principles
And, in the case of the headed structure, the variable term in ob~-
viation is the subject of the sentence whose COMP 1s bound to the

head NP,
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If obviation is in fact at work in Irish, and if (21) should
accordingly be translated into an obviation schema, comparable to
the Hopil rulé expressed in (22), then we must determine how the
values for the feature [pro%] are to be assigned in the Irish situa-
tion, | B '
Languages differ in the way in which obviation is marked; ir
at all, In Hopl, and in a great many other languages, the head
of the phrase to which the varlable term belongs is marked, and the
varisble term itself may or may not reflect obviation in its form,
In Hopi, for examples, pronominal subjects 1n embedded clauses show
ne differences corresponding to the [%proi] or [}proé} marking of
the auxiliary. But in structures below the clause level, there is
a difference in the variable term -- in the [;prog} case, the principal
argument 1s non-overt, while in the [:proéj case, it 1is Qvert (see
Jeanne, 1978, Chapter Four, for details), In both cases, however,
obviation is clearly marked in the head of the phrase to which the
variable term belongs. Many languages contrast with the Hopl-type
system of obviation marking in that the distinction is marked solely
in the variable term itself. Such languages often have speclal
reflexive pronouns, for exa?ple. The Irish case with which we are cern=

' since

cerned belongs to this typeﬂGhe obviation of an embedded sentence

is reflected only in the form of its subject ~- if the latter
is PRO, the clause 1is [+proi}, otherwise 1t is E}progje L it o g

ey
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I propose in (23) below a gensral formulation of the obviation
principle, replacing both the NIC as reformulated in (21) and the

Hopi rule embodied in (22):
(23) The principal argument of an Eiproij structure

Siis [etbound]) to the principal argument of the

structure containing3l.
A key relation in this formulation is 'containment!. In the simplest
case, structure A contains structure B if B is Immediately subjacent
to A. But there 1s also a more complicated case. Here, A contains
B 1f the complementizer of A binds that of B. This applies to

intended \

sentences only, of course, and thejeffect is to permit the obvia-
tion principle _ in the successive-bindlng situation -- to overlook
intermediate clauses and treat a deeply embedded clause @ontaining
the variable tarmgas if it were, in fact, immedlately subjacent to
the clause containing the constant term., To achieve this effect;
however, we must require that (23) relate the ﬁrincipal argument of
E?to the principal argument of the maximal structure containinngo
I will assume that to be the proper interpretation of (23) in the
long-distance cases,

Another key term in (23) is the 'principal argument'., While
the principal argument éan be defined in a completely géneral and
straightforward way in Hopl, it 1s not clear that it can in Irish.5v
I will assume, however, that there is uitimately a coherent definitien
in Irish and that 1t will designate the commanding NP in a headed
strﬁcture and the subject of a sentence as principal arguments,

I will illustrate the operation of (23) first with the simple

case represented by (17), whose structural description is as follows:



]l 8w
(24) NP

wit

NP COMPi v NPi NP

4 U T N RPN

an fear aL dhfol PRO  an domhan

The § structure here is contained by the superordinate NP. The
principal argument (subject) of § is anaphoric, so § is a +prox
structure., Accerdingly, (23) stipulates that the subject in § is
bound to the head NP an fear., Thls corresponds to the indexing, so
(24) is well-formed. By contrast, the structure corresponding to
the ungrammatical (18) would have a nonanaphoric subject in S. This
subject would, by (23), be stipulated as fanti-bound' to the head
NP, as indicated by the indexing in (25) below:

(25) ¥%*,,, an feari arL, dh{ol séj an domhan
This does not, by itself rule (25) ungrammatical, since it is possible
fdr a nonanaphoric NP to appear in subject position. The structure
is ungrammatical because the head is not coindexed with a pronoun
in the § which it commands -- that is to say, the structure fails the
well~-formedness condition on relative clauses,.

Now consider & long-distance cases

~{28) NP

[T

» CQMPi NP comg NP,
U

an t-ursoeal aL mheas me aL thUJ%’ rhe

i

P(?D



@]l O
According to the definition of containment, both 8 structures are

contained in the NP headed by an t-ursceal, Since the subjects of

both structures are nonanaphoric, they are stipulated as anti-bound
to the head. Nelther subject is a relative argument in (26) there=

fore, The structure 1s well-formed, however, since the head 1s

coindexed with the object NP in the lowest clause; the direct g&f
relative is possible here because the relative argument is bound W
to the head, “ﬁy»gm/
| g FXY
If the final clsause in (26) had been (27) below, its subject, TR
‘ K
being anaphoric, would have been stipulated as bound to the head: '$}V‘
&
(27) oeo 2L, thit PRO; ar an talamh N

(eeo COMP; fell PRO, on the ground)

i
The overt pronoun gé in place of PRO here would render the structure
ungrammatical, since (23) would prevent the pronoun from being

bound to the heado4

The success of the scheme being developed here will depend
‘upon the results of the remaining task of tying up looéa ends in
the analysis, not only in relation to the obviation principle itselﬁv
but also in relation to the notion !'syntactic binding' defined in
(8). AIt is clear, for instance, that binding must be blocked by
certaln opacity conditions (tensel-S and possibly specifiled
subject),‘unless the binding relation between A and B is via
COMP (or successively subjacent COMPs). This 1s necessary, for
example, to prevént syntactic binding from relating the two subjects
in (26) -- or in sentence (14) from which (26) 1s constructed --
ag well as in many similar cases which can be easily brought to
mind, In this way, syntactic binding behaves 1llke a rule of

grammar, This is undoubtedly true of obviation, too, as Jeanne
To be tonbinued, {Zé’ }&’}ib%%@;@ o
i .

ﬁﬁﬁ%yvlﬁ)’x i@@%@w)', 432%3@

suggests in her grammar of Hopi.
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{ADDENDUM to Obviation in Modern Irish, K. Hale, MIT, Sept., 1978)

I would,like to propose the following gensral well-formedness

condition on fha indexiﬁg of the COMP node in syntactic structﬁres;
{27) COMP is neilther bound nor binding,
For Irish, this will of course require that all COMPs are of the
form goN, gurl, ebic. This is not true, of course, I wlll assume
that éxceptioﬂs to {(27) are allowed by virtue of another general
principle, akin to Kiparsky's Elsewhere Condition (Kiparsky, 1973),
accardiﬁghto which a more specific binding rule is allowed to
override a more gemaral one. Thus, (27) is the 'elsewhers cass' in
r@iation’ﬁw‘<é) the rule which specifically states that the head
of & relstive clause must be bound to the immediately subjecent
COMP and (b) the provision whereby an NP can be bound to a head NP
via COMP. (And if control is to be viewed as a special case of
bindiﬁg, Whareby~a subject or objeét in a matrix clause binds the
COMP and subject of an 1immediately subjacent olause, this would alsoc
be allowed to override (27).,) If COMP is unbound, or if 1t is
bound only to a head, its clause constitutss a 'propositional
islend' iIn relation to 211 other binding relationships. It 1is
presumably the Propositional Island Condition (Chomsky, s
therefere, which prevents syntactic binding from relating the
two subjects in (14) and, correspbndingly, rules out a sentence
like the following
(28) *yheas séi gurLj thuig PRO, an t-Urscéale

i

{thought he, COMPj.understood PRO,; the novel)

The general condition (27) itself rules out

* s
(29) “Mheas se; &by thuig PROy an t-Urscéals
{thought hej COMP4 understood PRO, the novel)



At 1east cne other binding configuration must be ruled out;
That is the case where a COMP is bound tm an anapher which in
turn, is bound to & head NP, as in

al,, thuig PRO, an

N v
(30) soo an fear, a;i mheas PROi N N

t-ursceal

(ooo the mani COMP
the novel)

thought PRO, COMP, understood PR)i

i i i

to which compare
(31) Mheas sgi gurLj thuig sé& an t-irscdal.

(thought he, COMPj understood he, the novel)

'He thought that he understoocd the novel,!

and

N gurL3 thuilg sg; an t~d}scéél

“ (eoo the man; COMP,; thought PRO, COMP 3 understood he
the novel) ;

(32) os0 an feari aL mheas PRO

'sso the man who thought that he understood the novel!
So far as I can sese, (27), unaided, does not block the 1ll-formed
relative clause in (30). The best I can suggest at the moment is the
following principle of olosufe for successive binding relationships:

(33)  Closure of the transitive (syntactic) binding
© relation ((8) above) must be taken at the earliest

opportunity (thée first available NP).
Thus, & binding chain must be as short as it can be. In (30) it
exceeds the length permitted by (33), but in (32) the chaln conforms

to (33), so the structure 1s well-formed.

(rent | 3w &Lé’,aa,‘#m ? (23) )



